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i. INTRODUCTION 
     The Distributed Mobility Management (DMM) 
approach aims at minimizing the drawbacks of the current 
centralized approach. Solutions, such as Mobile IPv6 and 
its extensions (e.g. HMIPv6, FMIPv6) basically depend 
on the existence of   a central entity (e.g. HA, GGSN). 
These entities assign IP addresses to, and manage 
mobility of, nodes. Most of the mobility management 
issues are convincingly addressed by the Mobile IP 
protocol family and its extensions. Nevertheless, some 
limitations that require further attention are identified. 
These include costly routing which results in scalability 
problems and packet losses. 
 Several DMM approaches have recently been 
proposed. Some, including the one proposed in this 
document, depend on leading network-based mobility 
protocols the likes of Proxy Mobile IPv6 (PMIPv6).  
The proposed solution is characterized by the following:  

• Introduction of a Control component to the Media 
Access Gateway (MAG). The resulting system 
combines functionalities of a plain IPv6 access 
router, a MAG and a Local Mobility Anchor 
(LMA). For convenience of referencing, the 
Control MAG system will be referred to hereafter 
by the acronym CM.  

• Reduction of handover latency and packet losses. 
  

 
 
 
 
 
 
 
 
 

• Extension of the PMIPv6 signaling  
• Reducing of the overall signaling overhead. 

    The rest of the paper is organized as follows. In Section 
II related work is presented and assessed. Section III and 
section IV are devoted to the proposed solution. Results 
are presented in section V followed by the conclusion in 
section VI. 

II. RELATED WORK 
    To overcome the limitations of centralized approaches, 
the Mobility EXTension for IPv6 (MEXT)) working 
group under the Internet Engineering Task Force (IETF) 
considered distributed mobility management. To that end, 
various distributed mobility management solutions are 
proposed. The solutions distribute the mobility functions 
by moving them closer to the MNs. This section presents 
a glimpse at four such solutions.   
    In reference [1], the author proposes two schemes for 
DMM in Proxy Mobile IP (PMIP) based mobile networks. 
The schemes are: Signal-driven PMIP (S-PMIP) and 
Signal-driven Distributed PMIP (SD-PMIP). The former 
is viewed as a partially distributed mobility management 
approach. It enables separation of the control plane from 
the data plane. Nevertheless, it still suffers from packet 
losses during handover. Such is the case because no 
mechanism for setting up a new tunnel between the 
MAGs was considered. As such, a packet remains 
tunneled only to the MN’s old MAG, hence, the 
probability of losing it increases.   
    A distributed dynamic mobility management scheme 
for flat IP architecture is proposed in [2]. The scheme 
dynamically anchors MN’s traffic to appropriate access 
nodes (AN). However, during handover, an MN’s traffic 
remains anchored to its previous AN. When an MN has a 
long term traffic that moves from one AN to another, a 
long route is formed by the increased distance between 
the AN's.   
In [3] the author proposed a scheme based on Mobile IPv6 
(MIPv6) with operation mechanisms similar to the 
mechanism described in [2]. However, the scheme still 
suffers from long routes that limit its scalability. 
    Two enhanced schemes are proposed in [4]. They are 
aimed at addressing the limitations found in [1], [2] and 
[3]0T. 0TThe first is based on reference [1] and enhances the 
handover mechanism via a de-registration message that 
reports to the Control Function (CF) detached MNs. 
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However the scheme still suffers from long handover 
latencies and signaling overhead. The second scheme is 
based on both [2] and [3] and adds an entity called 
Intelligent Mobility Router (IMR) to the core network to 
control the signaling (location management). However, 
the added entity presents a bottleneck due to being a 
single point of failure.  

A solution to the handover latency and packet loss is 
presented next. 
 
 

III. PROPOSED L-FH-PMIPV6 ARCHITECTURE 

 Figure1 depicts the proposed architecture.   

         
    This paper proposes a PMIPv6-based DMM 
architecture with a CM deployed at the access level. The 
architecture, as shown in figure 1, covers a wide area and 
is constrained to a single service provider. The DMM 
assigns IP addresses via its CM and the standard PMIPv6. 
Its mobility management functions are fully distributed at 
the CMs to bring mobility closer to the MN. 

    Figures 2 and 3 demonstrate functions of the proposed 
architecture. Emphasis of further discussions in this 
section is on two operations: registration and handover. 
Each of these operations is elaborated on next. 
 

A. Registration(initial) Process: 
When an MN enters the domain (D-PMIPv6 domain), a 
CM (e.g., CM1) detects its presence on the link 
connecting both. The CM then creates a binding entry for 
the MN and sends to it an RA(HNP) named(pref1).  
The MN uses the prefix(pref1) to configure an IPv6 
address (e.g MN-HoA) following the stateless 
configuration mechanism. The MN then uses the address 
to communicate with the CN without the need for 
tunneling as shown in figure 2.  

When CM1 receives data sent by an MN, it mimics a 
standard IPv6 router by forwards the data to its address 
(CM-CN) without encapsulation. 
Upon receiving the data, CN-CM relays it to its  
destination CN. 

 

B. Handover Procedure (with active session): 
The handover process consists of two phases: the pre-
handover phase and lightweight-fast handover phase, 
figure 3 shows how a handover is performed. When an 
MN handovers with an ongoing—active session involving 
two CMs, here is what takes place: 

1. Before an MN leaves its current CM (e.g CM1) 
to another (e.g CM2), the former sends a 
Handover Initiation message (HI) to latter. The 
message includes the authentication information 
{MN-ID, the proxy Care of Address (pCoA1) 
and the Home Network Prefix(pref1)}.  

2. Upon receiving the HI, CM2 binds it and replies 
with a HACK message containing its pCoA2. It 
then builds a bi-directional tunnel connecting it 
with CM1 and sets itself ready for receiving 
packets when the tunneling begins.   

3. Upon receiving the HACK, CM1 forwards the 
MN's packets to CM2 which buffers them to 
prevent packet loss as shown in (step3). 

4. When CM2 realizes its connection with the MN, 
it verifies registration of the MN in its binding 
list. Upon verification, CM2 sends RA to the MN 
to configure an IP address. Step (4). 
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5. Upon receiving the RA with a new prefix (e.g 
pref2), the MN retains the same home address by 
using stateless configuration mechanism, and 
starts downloading the buffered packets 
according to their arrival times (newest to 
oldest).(step 5). 

6. After configuring the home address while 
communicating with the CN, the MN sends a 
new Packet to CM2 that is destined to the CN 
(step 7).  

7. Since CM2’s pCoA2 is unknown to CN-CM, the 
latter will reject delivered packets from the 
former. In such a case, this paper suggests 
inserting the previous pCoA1 of the predecessor 
CM into the Header’s option filed of the IPv6 
packet. Once the CN-CM receives a new packet, 
it checks the header’s option field and accepts 
the packet only if its corresponding pCoA1 is 
verified. The CN-CM also recognizes the move 
by the MN to a new CM whose location address 
is (pCoA2).  Consequently, it forward the 
received packet to CN (step 8). 

8. The CN then sends new packets destined to MN 
via CN-CM, which in turn forwards them 
directly to the corresponding CM (CM2). The 
latter delivers the packers to the target MN (steps 
9, 10).  

 
As mentioned earlier, the above scenario focuses on a 

handover process that takes place during an ongoing 
session. However, the second handover’s scenario which 
does not involve any active session, follows the steps of 
the standard PMIPv6 using a pre-handover phase to 
reduce the handover latency and packet loss. 

 
IV. PERFORMANCE  ANALYSIS 

    This section presents a comparison among the 
handovers of the PMIPv6, the PL-MIPv6 and the L-FH-
PMIPv6 based on their handover latencies and signaling 
costs. The model in figure 1 is used in the process. 

A. Handover Latency (HL): 
    Handover latency is contributed by three processes:  
link switching, IP connectivity and location updating. A 
link switching latency is caused by a layer2 handoff (L2). 
An IP connectivity latency is due to movement detection 
and a new IP address configuration after an L2 handoff. 
Upon establishment of connectivity, an MN becomes 
capable of sending or receiving packets through another 
CM. The handover latencies of the PMIPv6, the PL-
PMIPv6 and the L-FH-PMIPv6 (the proposed scheme) 
can be expressed as follows: 

TPMIPv6 = tlink-switching+ tAAA-auth + tp-reg + tRS-RA  (1) 
T MIPV6 = tlink-switching + tAAA-auth + tRS  (2) 
RT  L-FH-PMIPV6R = tRlink-switchingR + tRRS-RA  (3) 
Table 1 is comparing in figures the total handover for the 
mentioned schemes using the above formulas. 
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  Table 1: Total Handover Latency (ms) 

Assumptions: L2HO =2ms,  tMN,MAG = 10 ms,    tMAG,MAG=2m 
TMAG,H N=10 ms 

Scheme L2 HO tAAA-auth tp-Registration tRS-RA 
Total 
(ms) 

  
 

2*(tMN,MAG 
+ tMAG,HN) 2*(tMAG,HN) 2*(tMN,MAG)   

PMIPv6 2 40 20 20 82 

PL-
PMIPv6 2 40 0 20 62 

L-FH-
PMIPv6 2 0 0 20 22 

 
The handover latency of the proposed scheme is the 
lowest compared to those of the PMIPv6 and PL-PMIPv6. 
Such is the case because L-FH-PMIPv6 deploys a fast and 
lightweight mechanism that reduces the handover latency. 
B.  Signaling Cost (SC): 
The signaling cost is measured by the number of signals 
sent during a handover. The signaling cost of handover for 
the three schemes is as follows. 

(1) SCPMIPv6 = 10. 
(2) SCPL-PMIPv6 = 9. 
(3) SCL-FH-PMIPv6 = 4. 

The lowest SC among all three belongs to the proposed 
scheme while the highest belongs to the PMIPv6 scheme. 

V. UCONCLUSION AND FUTURE WORK 

    This paper presented a novel solution for two 
distributed mobility issues: handover and related packet 
losses. The solution optimized handover by reducing both 
its latency and the consequent packet losses. In particular, 
the solution is focused on the intra-domain movement and 
is based on the standard localized mobility solution 
PMIPv6. 

     
 

 
Results of preliminary analysis of handover latencies and 
related packet losses favored the proposed scheme—L-
FH-PMIPv6 over two of the leading contenders. 
    Future work includes simulation of the proposed 
scheme using OMENT++ (v4) and further improvement 
of both the handover latencies and their associated costs. 
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